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We present experimental evidence for the different mechanisms driving the fluctuations of the local
density of states (LDOS) in disordered photonic systems. We establish a clear link between the microscopic
structure of the material and the frequency correlation function of LDOS accessed by a near-field
hyperspectral imaging technique. We show, in particular, that short- and long-range frequency correlations
of LDOS are controlled by different physical processes (multiple or single scattering processes,
respectively) that can be—to some extent—manipulated independently. We also demonstrate that the
single scattering contribution to LDOS fluctuations is sensitive to subwavelength features of the material
and, in particular, to the correlation length of its dielectric function. Our work paves a way towards
complete control of statistical properties of disordered photonic systems, allowing for designing materials
with predefined correlations of LDOS.
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After more than a hundred years of intense research on
light propagation in randommedia, we are starting to realize
that disorder is not only a nuisance for imaging and
telecommunications but that it can be exploited to design
new functional materials outperforming “clean” systems in a
number of applications [1–8]. However, designing an effi-
cient disordered photonic material requires controlling the
statistics of its optical properties. Such a control has already
been achieved, to a large extent, for transport properties
governing propagation of light (scattering and transport
mean free paths, diffusion coefficient, etc. [9]) but remains
only partial for the properties relevant for the emission of
light. The latter is a complicated process [10] but in many
situations its efficiency, as well as absorption efficiency and
many other types of light-matter interaction, depend on the
local density of states (LDOS) at the source position [11].
LDOS ρðr; νÞ is simply a number of optical states (modes) at
a point r and at a frequency ν, per unit volume and unit
frequency band. In a disorderedmaterial, LDOS fluctuates in
space and with the frequency of light [9] as demonstrated in
recent experiments [12–15]. Fluctuations of LDOS at the
source position lead to fluctuations in the decay rate of
spontaneous emission [11] and produce long-range spatial
correlations of emitted intensity in the far field [16].
Here we probe LDOS statistics using the near-field

hyperspectral imaging technique [17]. Our experiments
probe photoluminescence (PL) of InAs quantum dots
(QDs) embedded in dielectric (GaAs) planar waveguides.
Disorder is realized by perforating the waveguides with

randomly distributed circular holes [17,18]. The QDs
are excited through a dielectric tip of a near-field optical
microscope (SNOM) with a low-power diode laser. PL of
QDs is collected through the same tip [see Fig. 1(b)]. The
measured PL intensity IPLðr; νÞ is recorded every 200 nm
on a square spatial grid. As we show in Fig. 1(a), IPLðr; νÞ
exhibits strong fluctuations with both the position of
the SNOM tip r ¼ ðx; yÞ [Fig. 1(c)] and frequency ν
[Fig. 1(d)]. A typical set of data for one sample comprises
a region of interest of 18 × 18 μm, centered in the middle
of the sample, far from the boundaries. For each position of
the SNOM tip we collect PL signal between 218 and
260 THz with a frequency resolution of 0.1 THz. The
fluctuations of PL intensity are characterized by an inten-
sity correlation matrix

CPLðν; ν0Þ ¼
hδIPLðr; νÞδIPLðr; ν0Þi
hIPLðr; νÞihIPLðr; ν0Þi

; ð1Þ

where δIPLðr; νÞ ¼ IPLðr; νÞ − hIPLðr; νÞi. The averaging
h…i is performed over the region of interest. Each element
of the matrix CPLðν; ν0Þ is an average of 8 × 103 correlated
values. Normalization by the average PL intensities in
Eq. (1) minimizes the influence of the intrinsic structure of
QD emission spectrum (i.e., a spectrum that would be
measured in the absence of disorder). Figure 2(a) shows the
typical correlation matrix CPLðν; ν0Þ for a sample with
kl� ¼ 4, where k ¼ ð2π=λÞneff is the effective wave
number of light in the sample, neff is the effective refractive
index, and l� is the transport mean free path [9]. We
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observe strong variations of CPLðν; ν0Þ with frequencies.
The variations are particularly pronounced for the diagonal
elements ν ¼ ν0 and are weaker for off-diagonal elements
but persist even at large detunings jΔνj ¼ jν − ν0j. These
variations are a combination of the intrinsic fluctuations of
the system’s parameters in space, residual statistical fluc-
tuations due to a finite size of the statistical ensemble, and
other extrinsic effects. The contribution of the latter is
estimated to be below 20% of the overall signal variation
[18]. The autocorrelation function CPLðΔνÞ of the signal is
obtained by averaging the correlation matrix over ν and ν0
at a constant detuningΔν. This frequency averaging further
decreases the contribution of extrinsic effects and allows for
comparing experimental data CPLðΔνÞ with theory.
In general, the relation between PL intensity due to QDs

embedded in a disordered sample and radiative LDOS is
not trivial. However, as discussed in Ref. [37] and further in
Supplemental Material [18], for our samples, a linear
relation can be established between PL intensity and the
local density of states having the electric field component in
the sample plane. For brevity, we abbreviate the latter
quantity as LDOS in the following, although one has to
understand that it represents only one of the contributions

to the total LDOS. A linear relation between PL and LDOS
accounts for roughly 80% of the measured signal [18]. Our
calculation of the correlation function of LDOS integrated
over a measurement area S, hCρðΔνÞi, a quantity that can
be directly compared to CPLðΔνÞ, is described in
Supplemental Material [18]. The result is a sum of
infinite-range (not decaying with Δν as far as jΔνj ≪ ν)
and short-range (rapidly decaying with Δν) contributions,

hCρðΔνÞi ¼ F1ðklϵ; ka; klÞ
lnð2klÞ
πkl

þ F2ðkaÞRe
�

DB

DðΔνÞ − 1

�
; ð2Þ

where l is the in-plane scattering mean free path [9]; a is
the radius of the signal collection area S assumed circular.
The renormalized in-plane diffusion coefficient DðΔνÞ
obeys [18,38]

DðΔνÞ
DB

¼ 1 −
2

πkl� ln
�
1þDðΔνÞτ

ðsl�Þ2
1

1 − 2πiΔντ

�
ð3Þ

FIG. 1. Near-field hyperspectral imaging of QD photolumi-
nescence. (a) Three-dimensional equi-intensity surface plot of PL
signal IPLðr; νÞ in a typical experimental scan. The total number
of voxels of the three-dimensional image is of the order of
4 × 106. (b) Sketch of the experiment. (c) and (d) show PL
intensity as a function of position for a given, randomly chosen
frequency νi, and as a function of frequency for a given, randomly
chosen position ðxi; yiÞ, respectively.

FIG. 2. Frequency-resolved correlation analysis. (a) Frequency
correlation matrix of QD photoluminescence for a system with
kl� ¼ 4, which in terms of structural parameters corresponds to
an average hole diameter hdhi ¼ 210 nm and a hole surface
filling fraction f ¼ 0.35. (b) The diagonal elements of CPLðν; ν0Þ
equal to the normalized variance of PL intensity fluctuations
(upper curve). The gray lower curve shows the fluctuations of off-
diagonal terms (ν ≠ ν0) at large detuning ν0 ≫ ν. It was evaluated
along the gray line in the panel (a).
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with s ∼ 1, DB ¼ ðc=neffÞl�=2 being the Boltzmann dif-
fusion coefficient, and τ the lifetime of a photon in our two-
dimensional structure. The prefactors F1;2 ≤ 1 in Eq. (2)
account for the suppression of measured fluctuations due to
the nonzero correlation length of fluctuations of the
dielectric function lϵ, and due to the nonzero size of signal
collection area a.
The first term on the right-hand side of Eq. (2) is the so-

called C0 correlation function [39–41]. It is determined
solely by the single scattering [42] near the measurement
point; it does not depend on Δν as long as jΔνj ≪ ν and
thus it is often referred to as “infinite range.” Among all the
possible scattering events, the single scattering is the fastest
one and thus it determines the asymptotic behavior of
hCρðΔνÞi at large detunings Δν. lnð2klÞ=πkl in Eq. (2)
represents LDOS variance for the white-noise disorder
(lϵ → 0). The nonuniversal, disorder-specific nature of C0

is encoded in the function F1 that explicitly depends on the
correlation length of disorder lϵ and suppresses LDOS
fluctuations with respect to their value for the white-noise
disorder. The second term on the right-hand side of Eq. (2)
is the multiple-scattering contribution to the correlation
function decaying with Δν. This term is generated by
photons that explore a large area on a time scale exceeding
the mean free time l=c. It encodes the information about
multiple scattered photons and controls the decay of
hCρðΔνÞi for small Δν. The function F2 describes the
suppression of this term due to the collection of signal from
an area of nonzero size in the experiment. The size of the
signal collection area a is the same for all our measure-
ments. The suppression factor F2 is evaluated analytically
and it decreases with ka [18].
To fit the experimental data with Eq. (2) we consider the

photon lifetime τ, the nonuniversal suppression factor F1,
and s ∼ 1 as free fit parameters. l, l�, and DB are estimated
using standard approaches from the number density of holes
N, their average diameter hdhi, and the minimum distance
DHC between them [18]. These quantities can be measured
with standard scanning electron microscopy (SEM) tech-
niques taking advantage of the planarity of our samples.
Figure 3 shows examples of measured CPLðΔνÞ (black

solid lines) compared with the theoretical hCρðΔνÞi (red
dashed lines). The three curves correspond to three samples
with different degrees of disorder, i.e., different values of
kl� (samples A, B, and C, respectively, shown at the top of
Fig. 3). The decay of CPLðΔνÞ with Δν is well described by
the second term in Eq. (2), whereas for large Δν, CPLðΔνÞ
tends to a limit CPLð∞Þ > 0 equal to the first term. The
amplitudes of both the short- and infinite-range contribu-
tions to CPLðΔνÞ decrease with kl�, but the two contribu-
tions can be clearly separated in all cases.
Figure 4 shows the best-fit values of the nonuniversal

prefactor F1 plotted as a function of lϵ and compared to a
theoretical model in which the correlation function of
disorder is assumed to have Gaussian shape [18]. Most

of the experimental data fall within the shaded area
enclosed between lines corresponding to the two marginal
values of ka for our set of samples.
The decay of CPLðΔνÞ is characterized by the lifetime τ

of a photon inside the disordered system, or alternatively
the Thouless frequency νTH ¼ 1=τ [9]. Figure 5(a) shows
that the renormalized diffusion coefficient DðΔν ¼ 0Þ
calculated using Eq. (3) with our best-fit values of τ and
s, goes down to approximately 75% of its Boltzmann
value DB due to Anderson localization effects [43,44].
Localization effects are particularly strong in two-
dimensional systems and originate from the interference
between multiple scattered waves. They become more and
more important as the strength of disorder increases, i.e., as
kl� decreases, and they reduce the value of the diffusion
coefficient that eventually goes to 0 in the limit of kl� → 0
or τ → ∞ [45]. The inset of Figure 5(a) shows the best-fit
values of 3DBτ=l�2 for our set of samples. This parameter
roughly corresponds to the number of scattering events
experienced by a photon before leaving the sample. The
blue shaded area in Fig. 5(a) is enclosed between the curves
corresponding to the two marginal values of 3DBτ=l�2.
Losses of energy resulting in a finite lifetime τ of a photon

FIG. 3. Frequency correlation function of PL (black solid line)
and the corresponding theoretical fit with hCρðΔνÞi (red dashed
line) for samples with different scattering strengths kl�. The inset
shows scattering diagrams yielding different contributions to
hCρðΔνÞi. The classical (diffuson) and coherent (cooperon)
diagrams are multiple scattering contributions that occur on
large length and time scales and determine the behavior of
hCρðΔνÞi at small detuning Δν [18]. The single scattering is the
fastest process that determines the asymptotic tail of hCρðΔνÞi at
largeΔν. The top of the image shows the SEM images of samples
with different scattering strengths kl�.
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make the two-dimensional material behave as if it was of
finite extent L ∼

ffiffiffiffiffiffiffiffiffi
DBτ

p
=s. The length scale L encodes the

in-plane scattering properties via DB and the total loss time
τ of the real three-dimensional system. The latter is mainly
due to out-of-plane leakage but also accounts for in-plane
losses due to the finite sample size. Figure 5(b) shows that
L increases with kl� (full black circles); its values are
similar to the values of the spatial decay length of photonic
modes directly measured in Ref. [17] [empty blue circles in
Fig. 5(b)]. For an infinite two-dimensional disordered
system without loss, the latter quantity would be equal
to the localization length ξ [46]. A separation between
contributions of localization and loss to the decay rate of
modes in a realistic experiment can be realized by analyz-
ing the statistics of their quality factors [47].
The results of our experiments can be summarized as

follows. A QD emits light at a given position r inside the
disordered material and the intensity of emission is mea-
sured at the same position r. The single scattering is the
fastest mechanism that produces fluctuations of the mea-
sured signal with r. This fast contribution gives rise to a
large-Δν tail of CPLðΔνÞ. Structural correlations of disorder
decrease the amplitude of the signal with respect to its value
for uncorrelated (white-noise) disorder but the signal
remains well above the noise level and is easily detectable.
On the other hand, multiple scattering occurs on longer time
scales. It samples amacroscopically large portion ofmaterial
and has a strong frequency dependence. This mechanism
determines the decay of CPLðΔνÞ towards the asymptotic
value determined by the single scattering. Partial averaging
of PL fluctuations over themeasurement area S reduces both
single- and multiple-scattering parts of CPLðΔνÞ.

In conclusion, in this work we clearly separate the
infinite- and the short-range contributions to the frequency
correlation function CPLðΔνÞ of QD photoluminescence.
The latter describes the decay of CPLðΔνÞ with Δν whereas
the former accounts for its asymptotic value at large Δν. A
direct link between CPLðΔνÞ and the correlation function of
LDOS hCρðΔνÞi is established. Both contributions to
CPLðΔνÞ can be understood in the framework of our
theoretical model showing that the infinite-range part of
CPLðΔνÞ explicitly depends on the disorder correlation
length whereas its short-range part is mainly controlled by
the renormalization of diffusion due to Anderson locali-
zation effects. The separation of physical phenomena
behind the two contributions to CPLðΔνÞ and hence to
hCρðΔνÞi allows for efficiently designing a disordered
material featuring a particular shape of hCρðΔνÞi. These
results pave a way towards designing disordered photonic
materials with desired LDOS statistics, opening new

FIG. 4. Values of F1 (black points) obtained from the fits to the
measured CPLðΔνÞ by Eq. (2). The two continuous lines and the
dashed line show the behavior of F1 expected from the theory for
ka ¼ 0.9, 1.1, and 1, respectively, and for kl ¼ 10 that is typical
for the whole set of samples (the dependence on kl is very weak).
The two insets show the sensitivity of F1 to the average minimum
distance between adjacent scatterers 2lϵ [18].

FIG. 5. (a) Renormalization of the diffusion constant Dð0Þ as a
function of kl�. Full black circles are the values obtained from
the theoretical fits to the measured autocorrelation function of PL.
The two solid lines show the marginal values of Dð0Þ=DB for our
set of samples. The inset shows the values of the dimensionless
parameter 3DBτ=l�2 that roughly corresponds to the number of
scattering events experienced by a photon before leaving the
sample. (b) Characteristic length scale L as a function of kl�. The
four empty circles are the direct measurements of the decay
length of photonic modes taken from Ref. [17]. The two insets
show the schematic representation of L for two values of kl�. L
shrinks with decreasing kl�.
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perspectives for light-harvesting [1,2], quantum-optics [3],
and light-emission [4] applications of disordered materials.
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